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Abstract

Background Prior methods for applying auto-generated textures on a 3D model involve the 
construction of geometric feature layers on the top of the model surface. These geometries form a textural 
pattern that is effectively fused and inseparable from the underlying object. However, this interconnection 
makes it challenging to facilitate follow-up adjustments of the 3D model during the design process without 
necessitating the remodeling of parts, leading to a cumbersome process for designers and engineers.  
Methods In this paper, we present Texture-Slicer, an innovative approach that addresses this issue 
by applying the texture patterns not during modeling, but instead during the slicing process conducted 
before 3D printing. This means that the 3D model remains unchanged and that a tunable texture pattern 
is achieved by injecting modifications of the G-code just before the printing process. Furthermore, 
Texture-Slicer allows users to control the level of roughness with the texture parameters (wavelength, 
amplitude, and vertical spacing), supporting the creation of numerous custom textures for the same 
underlying geometry.    
Results Technical evaluation of paradigms was conducted with 30 test samples. Then, a total of 
59 texture samples were successfully printed, and an investigation of roughness perception was conducted 
through a preliminary user study involving 6 participants who evaluated 50 printed samples. The findings 
indicate that increased wavelength and amplitude created more roughly perceived textures. With vertical 
spacing, wavelength did not affect the perceived roughness of the texture, while amplitude did affect. 
Moreover, we presented practical applications that exemplify how Texture-Slicer can be used by designers 
to generate diverse textures for identical objects to achieve different aesthetic or functional purposes.    
Conclusions Texture-Slicer  allows designers to achieve rapid iterations and seamless texture 
modifications on objects without the necessity of remodeling the underlying 3D model. while enabling the 
encoding of various properties, such as tactile or mechanical attributes into products, all without altering 
the target 3D model’s surface.
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1. Introduction

One of the fundamental physical properties that influences the user experience of a product 
is texture. The tactile qualities of a surface can evoke associations and alter the way users 
interact with an object (Liu et al., 2015; Piqueras-Fiszman et al., 2021; Spence et al., 2011). 
For instance, a product with a smooth texture can convey a sense of luxury and quality 
(Chind et al., 2012), while a rough surface can manifest ruggedness and durability (Karana, 
2012). Moreover, the texture influences the functionality of a product. A rough-textured 
handle can, for example, enhance grip and make the product easier to hold and use. Finally, 
in the prototyping process, the texture provides visual and tactile cues, offering insight into 
how different textures may influence a user’s perception and identifying the design features 
of a product. 
Designers commonly leverage 3D printing to craft product prototypes, capitalizing on 
its ability to provide swift results and tangible previews of the final product. This proves 
particularly beneficial given that the iterative process is a fundamental aspect of the design 
of any product. Prior to the printing process, designers typically employ a Computer-Aided 
Design (CAD) modeling environment such as Rhino3D, Blender, or Maya, to craft the object's 
geometry. Upon completing the design, the model is exported into slicing software, which 
generates a G-code file (the predominant programming language for 3D printers). In this 
workflow, the modeling phase is dedicated to shaping the geometry, while slicing facilitates 
the parametrization of the physical print, such as adjusting infill to influence object weight, 
or temperature to alter the wall interconnection strength.
Texture as a tactile property of a product, can be only evaluated with a physical prototype 
of the print, and texture on a surface using a CAD modeling environment typically involves 
manually drawing the texture pattern repeatedly until the desired surface is achieved. 
Previous researchers have explored computational methods for the auto-generation of 
textures. Suzuki et al. (2018) generated a 3D texture by drawing 2D patterns on top of 
a target surface, Jian et al. (2008) converted a 2D image to 3D texture data based on a 
wavelength transformation, and Zhou et al. (2006) generated 3D weaving geometry from 
given triangulated mesh models.
However, those works focus on applying a texture to the model during the modeling phase, 
where the textures are geometrically part of the model - fused, coupled, and inseparable from 
the 3D models they are applied to. Instead, this paper considers texture beyond its geometry, 
but as a property of a product and the user experience it brings: whether visual, mechanical, 
or haptic. Moreover, the lack of decoupling of geometry and texture-finishing demands users 
to repetitively remodel the geometry anytime a change is required, resulting in a tedious and 
long iterative approach just for experimenting with different textures-finishing. 
In this paper, we present Texture-Slicer, an approach that leverages the capabilities of 3D 
printing software technology to incorporate the texture pattern into a given object not 
during the modeling process, but instead during the slicing process, as a part of modifying 
the physical printing outcome. Specifically, our tool generates a G-code by slicing original 
3D model geometry with injected printing paths of texture patterns, without causing 
modification to the original geometry of the model. By doing so, the texture-finish becomes 
a detachable skin, an additional property that can be easily adjusted before printing and 
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without the need for remodeling the artifact. The property can be adjusted with a specific 
user experience as a goal in mind. In this paper, we describe the method for this automated 
texture generation within our custom slicer. We conduct a technical evaluation of Texture-
Slicer principles, generate a set of 3D printed samples, and evaluate them with users to 
ascertain the perception of a variety of computationally designed textures. Then, we evaluate 
the impact of the Texture-Slicer and decoupling method with designers. Our studies and the 
set of applications we present at the end of this paper show the feasibility of creating a wide 
scale of roughness perception for rapid product prototyping and its impact on the texture 
prototyping process.

2. Related Works

Our work intersects closely with prior research in the field of 3D printing, especially custom 
G-code modification, auto-generated texture patterns, and fabrication of textures on a 
printed object. 

  2. 1.  Automated Texture Generation on a Surface Geometry

Previous research attempted to mitigate the labor-intensive task of manual texture generation 
by proposing automated ways to create and apply texture on the surfaces of 3D models. 
For example, Zhou et al. (2006) introduce an algorithm for geometric texture synthesis by 
stitching texture patterns onto geometry elements. On the other hand, Tabby (Suzuki et al., 
2018) is a design tool that lets users sketch and apply a 2D drawing onto the target surface 
using an auto-completion approach, making the texture application a less repetitive process 
(Suzuki et al., 2018). Jian et al. (2008) introduce an algorithm for surface texture synthesis 
based on wavelet transform in multi-dimensional space. Similarly to these previous works 
(Jian et al., 2008; Suzuki et al., 2018; Zhou et al., 2006) on automated texture generation, 
this paper also describes a method of computationally generating rough texture patterns. 
However, while previous methods rely on geometry modifications and affect the objects as a 
whole, our approach uniquely applies the texture patterns by modifying the G-code produced 
by the slicer before printing, instead of making changes to the CAD model itself.

  2. 2. G-code modification for 3D printing

HCI researchers and the digital fabrication community have extensively utilized G-code 
modification as an automation technique for customizing 3D printing results. Programmable 
filaments introduce multi-color 3D printing techniques with a single-nozzle 3D printer 
(Takahashi et al., 2020). WirePrint 3D-prints directly in 3D space, instead of layer-by-
layer, to maximize the printing speed for rapid prototyping (Mueller et al., 2014). Extruder-
Turtle introduces a set of 3D-printed textures using a LOGO-inspired turtle coding method 
(Pezutti-Dyer & Buechley, 2022). Furthermore, Tran O’Leary et al. (2022) introduce a 
scripting interface with a visual interpreter for generating custom G-codes for 3D printers. 
Similarly, we also suggest a slicer that modifies the G-code, but we specifically employ this 
method for the automatic generation of surface textures over pre-existing input models.



10    Archives of Design Research 2024. 05. vol 37. no 2

  2. 3. 3D-printed objects with texture

Through the examination of prototypes with various textures, designers can explore the 
interaction between texture and user experience, and inform the development of optimal 
product finishes. On top of mechanical benefits, rough-surfaced prototypes can alter the 
perception of other sensors, such as human taste (Van Rompay et al., 2017). HapticPrint 
(Torres et al., 2015) introduces a tool to modify the feel of a 3D model by mapping a texture 
on an object and modifying its internal structure to enable weight characteristics. Cillia 3D 
prints micron-scale hair-like structures for passive actuators, mechanical adhesion, and 
touch sensors (Mueller et al., 2014). 4Dtexture uses multiple materials to generate various 
textures on 3D printed objects (Sun et al., 2020). On the other hand, (Van Rompay et al., 
2017, 2018, 2021) have explored the impact of different surface textures on human perception 
of taste when drinking beverages. Similarly to these works, Texture-Slicer contributes 
to the topic of automated texture generation, but it utilizes the method of direct G-code 
modification to achieve the goal of decoupling the geometry from the surface finish allowing 
for a more comfortable iteration process.

3. Texture-Slicer: system and implementation

Texture-Slicer is a tool that allows users to apply textures to the surface of a 3D model and 
exports the resulting geometry into a RepRap (Rhys Jones et al., 2011) G-code file that can be 
used directly for 3D printing without requiring the use of an external slicer. This tool works 
using a custom C# script in Rhino Grasshopper that generates a texture printing path pattern 
for an arbitrary 3D model. 

  3. 1. Texture-Slicer principles

The tool works by taking as an input the 3D geometry and a set of parameters that describe 
the characteristics of the desired texture via a set of sliders in a graphical interface (Figure 
1d). The texture is generated based on three parameters: wavelength (Figure 1a: spacing 
between consecutive bumps), amplitude (Figure 1b: offset of the bump from the surface, or 
the height of the bump), and vertical spacing (Figure 1c: non-textured space between textured 
print layers in the z-axis). 

  3. 2. Workflow

To utilize Texture-Slicer, designers can either model or import a 3D model to Rhino modeling 
software. After launching Texture-Slicer’s UI within Rhino Grasshopper, the designer selects 
a geometry for Texture-Slicer and adjusts the desired texture pattern with three slicers for 
wavelength, amplitude, and vertical spacing. Then, the designer can save the G-code file and 
print the object. After 3D printing the prototype, if texture change is required, the user can 
come back to the Texture-Slicer UI (Figure 1d), adjust the parameters, and generate a new 
G-code file within seconds. In this process, no change in the 3D model is required at any 
point. 
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Figure 1 Texture’s printing path according to parameter control from minimum (left) to maximum (right) value

  3. 3. Texture Generation Algorithm

To generate the texture, the tool extracts layer-by-layer the contour lines of the 3D geometry 
and generates triangular wave texture patterns on the printed object considering the input 
parameters. The height of the bumps, controlled by the amplitude parameter (from 0 to 
5mm), together with the spacing between each bump defined by the wavelength parameter 
(from 0 to 5 mm) regulates the surface undulations to change texture roughness. For a 
3-dimensional texture effect, users can control the vertical spacing parameter that removes 
the support below the printing path on the set distance. Figure 2a shows how the Texture-
Slicer creates an array of lines on the surface by taking a cross-section of the object, spaced 
0.2 mm apart (layer height). Each cross-section is offset by a specific amplitude distance, as 
illustrated in Figure 2b, and the cross-section and its offset are divided at a given interval 
(wavelength) as in Figure 2c. The start points of the intervals are stored as points (nodes). A 
leftover segment shorter than one bump length can be created when dividing an arbitrary 
contour length into set length intervals. To avoid having no texture on the leftover segment 
area, the pattern shifts half-cycle every two layers to keep the texture pattern symmetrical. 
For odd-numbered layers, the printing path is generated by connecting odd-numbered nodes. 
Conversely, for even-numbered layers, we use even-numbered nodes. This is depicted in 
Figure 2d. Texture-Slicer rearranges the nodes of the divided intervals in a specific order 
based on the layer group to generate an array of printing coordinates.
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Figure 2 Texture generation principle in G-code

4. Technical Evaluation, Texture Exploration and Perception Study

This section is divided into three parts: technical evaluation, texture exploration 
methodology, and perception study methodology. Before jumping to texture exploration 
and perception, we conduct a technical evaluation to verify the feasibility of printing the 
parameters according to principles outlined in the previous section (3.1 Texture-Slicer 
principles) by printing test samples. Then, we conduct a scientific exploration of all texture 
parameter combinations and produce three texture sample sets: (1) without vertical spacing, 
(2) with vertical spacing, and (3) with two materials in one geometry. Through this texture 
exploration, we aim to examine the impact of three input parameters on the feasibility of 
printing various textures. Lastly, we conduct a preliminary perception study to evaluate 
the effect of amplitude, wavelength, and vertical spacing on the judgment of roughness 
perception.

  4. 1. Technical Evaluation Method

Using a single extruder nozzle (e3D tool changer), we printed cuboid test samples textured on 
one side. We produced two sets: one with varying amplitudes (1-5mm) and a fixed wavelength 
(3mm), and the other with varying wavelengths (1-5mm) and a fixed amplitude (3mm). Each 
set comprised five samples per parameter and was printed in 3 copies, totaling 30 samples. 
All test samples had a vertical spacing of 1mm. To clarify the measurements taken for this 
evaluation, we visualized them in Figure 3a. Amplitude represents the distance from the test 
sample surface to the wave peak. The Falling Angle denotes the angle between the sample's 
normal vector and the amplitude vector. Wavelength indicates the length of the wave base.

  4. 2. Technical Evaluation Results

Figure 3b shows measured amplitude, falling angle, and prints of varying amplitude. 
Amplitude length accuracy was consistent (avg: 74%, sd: 9%), but the length itself was shorter 
than the set value due to non-uniform material deposition. The falling angle was relatively 
consistent (avg: 36.8°, sd: 3.5°), although the amplitude of 5mm exhibits the smallest falling 
angle (31.3°). High amplitude results in waves that, due to their length, stack and fold on top 
of layers underneath. Without the largest amplitude, the samples have a similar falling angle 
(avg: 38.2°, sd: 1.8°).
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Figure 3c shows measured wavelength, falling angle, and prints of varying wavelengths. 
Since all the waves were printed correctly, the factual wavelength matched the one set by the 
software. The falling angle was on average 38.6° (sd: 9.8°), with an outstandingly low falling 
angle for wavelength of 1mm. Textures created using a small wavelength setting, such as 
1mm, result in printed samples with narrow waves, and with the deposited material sticking 
to neighboring, densely spaced, waves. Without the 1mm wavelength test samples, the 
samples have consistent falling angles (avg: 42.8°, sd: 3.4°). 
In both cases of 5mm amplitude and 1mm wavelength, the amount of extruded material is 
higher than other parameters within their groups. This means the material stacks on top 
of lower waves (5mm wavelength) or sticks to adjacent waves (1mm wavelength) instead of 
falling downwards. Besides those edge values, the remaining parameters produce consistent 
texture patterns. This evaluation shows that higher amplitude values or shorter wavelengths 
can lead to distortion in texture, therefore in the following studies we limit the amplitude up 
to 5mm and the wavelength from 1mm. 

Figure 3 Technical evaluation of printing: (a) measurement method, (b) results for varying amplitude, (c) results for 

varying wavelength

  4. 3. Texture Exploration

Following the results of the technical evaluation outlined in the previous section, we explore 
the combinations of amplitude and wavelength within the interval of 1 to 5mm, as lengths 
outside this interval can lead to distorted printing results. As technical evaluation yielded 
consistency for wave falling angle with vertical spacing, we print sets with and without 
vertical spacing for an in-depth analysis. Then, we print one more set of texture samples to 
understand how the roughness of the material could be modified by using two materials with 
different elasticities within one object.

      4. 3. 1. With and Without Vertical Spacing

We initially printed 50 texture samples (2 sets of 25 samples: without vertical spacing and 
with vertical spacing) with 5 levels of amplitudes amplitude (1 to 5mm, 1mm increment), 5 
wavelengths (1 to 5, 1mm increment), and two different vertical spacing (0mm and 1mm). 
A single extruder nozzle was loaded with a PLA filament under the following settings: 
temperature 200°C, 15mm/s print speed, and 85% flow rate. The used geometry is a prism 
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with an isosceles right triangle base. The resulting 50 printed texture samples are shown in 
Figure 3. G-code computation takes up to 61ms and parameter injection up to 22ms. 

      4. 3. 2. Two materials 
In a follow-up study, we chose 9 out of the previously printed 25 textures, selecting those with 
the most distinctive texture features: wavelength and amplitude (1, 3, and 5mm) and vertical 
spacing of 1 mm, and printed them using two materials within one geometry. The materials 
we considered were the PLA filament as used in the first part of the experiment and a TPU 
filament printed with the following settings: temperature 250°C, 15 mm/s, and 110% flow 
rate. The algorithm is modified to print each infill layer using one of the materials alternately.
This study would give us an insight into the feasibility of connecting two different materials 
within one structure, following previous works reporting difficulty in connecting two 
different filament types within the same object (Kwon et al., 2021). 

  4. 4. Perception Study Setup and Data Analysis Method

For the study, we recruited via word-of-mouth 6 participants (male: 3, female: 3, left-handed: 
1, right-handed: 5) with ages between 22-33 years old (avg 26, sd: 4.05). 
The experiment followed a within-subjects design procedure, with all participants exposed 
to two parts of the study in the same order. Between each session, there was a 2-minute and 
30-second break, and no time restrictions were given when experiencing samples.
In each task, the participants were instructed to explore 25 texture surfaces arranged on a 
5x5 matrix with any part of their dominant hand and to score the texture roughness on a 
scale from 1 (smooth) to 10 (rough) simultaneously. To avoid visual bias, the samples were 
covered by a fabric curtain, and the test samples were not shown to participants at any point 
before and during the experiment. This task was repeated 6 times, 3 times with samples with 
no spacing and 3 times with samples with spacing.
None of the participants claimed any difficulty locating the samples on the matrix, and the 
experiment session took from 54 minutes to 1 hour. We run Multiple Regression Analysis on 
both sets separately, with 2 parameters (wavelength and amplitude), to predict the perceived 
roughness value. We use paired samples t-test to examine the effect of vertical spacing on 
roughness perception.

5. Results and discussion

  5. 1. Feasibility of the printed artifacts

Figure 4a shows 25 samples with every possible wavelength and amplitude combination 
and no vertical spacing, while Figure 4b shows 25 samples with the same wavelength and 
amplitude values, but with a vertical spacing of 1 mm.
In Figure 4a, printed samples show that a bigger wavelength distance (4mm) creates a more 
vivid texture pattern than the one with a shorter wavelength (1mm). Furthermore, the 
amplitude parameter also augments the texture effect regardless of the wavelength distances. 
In Figure 4b, the samples with vertical spacing create distinct textures and patterns 
compared to the previous samples (Figure 4a). 
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Removing the support underneath the printed texture allows the material to freely settle 
in a 3-dimensional manner. Materials sag their weight creating a waving effect. In cases 
where both parameters (wavelength and amplitude) are at the end of the spectrum, the 
length of material extruded without the support underneath peaks, therefore resulting in the 
least controllable printing results. Another notable feature from Figure 4b samples is their 
amplitude does not significantly increase the overall size of the geometry, unlike the samples 
in Figure 3a without the vertical spacing. This is attributed to the downward falling of the 
texture patterns depicted in Figure 4b.
In instances of large amplitudes (5mm), it can lead to inconsistent wave formations, as 
observed during technical evaluation and illustrated in Figure 4b. This effect is particularly 
noticeable when 5mm amplitude is combined with smaller wavelength. As in Figure 5, 
the resulting texture printed with TPU is less saggy than the one printed with PLA. It is 
especially visible on samples with amplitudes of 1 and 3mm, as well as when the wavelength 
is 1mm. In addition, due to the higher viscosity of TPU, the texture pattern is round-shaped 
as opposed to the spiky-shaped texture of PLA.

Figure 4 50 samples used for the study: (a) Green highlights are vertically spaced, and (b) the rest are without vertical 

spacings. The dotted square represents the reference geometry
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Figure 5 9 samples with 3 wavelength and amplitude values with two materials, PLA and TPU

  5. 2. Perception Study Result

For the texture without vertical spacing, these two parameters statistically significantly 
predicted roughness value, F(2,95) = 394.859, p < .0005, R2 = .639. The texture samples 
with vertical spacing predicted the perceived roughness value, F(2,95) = 84.295, p < .0005, 
R2 = .274.
In the case of texture without vertical spacing, both the wavelength (Unstandardized 
coefficients: 1.334) and the amplitude (Unstandardized coefficients: 0.759) added statistically 
significantly to the prediction, p<0.05. For textures with vertical spacing however, unlike 
the previous samples, the wavelength variable did not add statistically significantly to the 
prediction (Unstandardized coefficients: 0.110) while the amplitude added statistically 
significantly to the roughness prediction (Unstandardized coefficients: 0.966), p<0.05. 
There was a significant difference in roughness perception between samples with vertical 
spacing (M=5.74, SD=1.75) and samples with no vertical spacing (M=4.55, SD=2.30) (t(24)=-
2.83, p<0.01).

  5. 3. Discussion 

Our further studies demonstrate the feasibility of using Texture-Slicer to print various 
textures and combine two materials within a single structure, impacting user perception 
on roughness level. The experiment confirmed that different parameters result in a broad 
range of visual effects and printable textures. Modifying the printing path to create a texture 
without support (with vertical spacing) enabled a physical sagging effect and amplified 
textural complexity that set the samples apart from ones without vertical spacing. Careful 
consideration is required when employing high amplitudes and small wavelengths, as they 
have the potential to cause distortions in the printed texture. Combining two materials is 
viable, offering designers the freedom to explore multiple materials and textures in their 
3D-printed designs. 
The study found that increasing amplitude and wavelength leads to higher roughness 
perception in texture-finish without vertical spacing (Figure 6a). On the other hand, for the 
surface finish with vertical spacing, amplitude alone influences perceived roughness (Figure 
6b). This is due to more prominent individual spikes on samples with vertical spacing. Hence, 
designers can control roughness with the amplitude value for vertically spaced texture 
surface finish, even on surfaces with limited length. Designers can achieve a sharp texture 
by eliminating vertical spacing and fine-tuning roughness with wavelength and amplitude. 
For a smooth texture, a designer can use vertical spacing and increased amplitude, ideal for 
small jewelry items with limited surface area. The study revealed that adding vertical spacing 
significantly increases the roughness perception of the surface.
Increased roughness perception introduces a crucial dimension that can be attributed to 
unique tactile characteristics introduced by the presence of vertical spacing. The designers 
can leverage vertical spacing to evoke enhanced tactile response.
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Figure 6 Perception of roughness relative to parameters

6. User Testing

In the earlier sections, we examined how parameters (wavelength, amplitude, and vertical 
spacing) can generate diverse printing patterns to give geometry a textured appearance. By 
conducting a user evaluation, we have demonstrated and shown the relationship between 
the three parameters and the perceived roughness of the printed surface. In this section, our 
focus shifts towards understanding the difference Texture-Slicer brings to a product design 
development process through user testing.

  6. 1. Procedure

For this study, we recruited 6 participants (female:3, male: 3, aged between 20 and 26; 
avg: 22.17 std: 1.95) currently pursuing studies in design. Employing a qualitative research 
approach, we have conducted individual semi-structured interviews, organized into three 
segments: an initial interview, two user testing tasks, and a post-interview. All participants 
were proficient in 3D modeling and 3D printing.
Initially, we asked participants to describe their experience with 3D modeling, 3D printing, 
and incorporation of texture in their previous designs or projects. In the first task, we asked 
the participants to imagine designing a texture of a cloth hanger suitable to hang one of 
two material samples. Participants 1, 2, and 3 were given a sample of a soft and thick air 
mesh (Figure 8A). Participants 4, 5, and 6 were given a delicate, cozy sweater fabric with fur 
(Figure 8B). Following an ideation phase, participants were introduced to the Texture-Slicer 
interface alongside a pre-prepared hanger 3D model. Participants were instructed to design 
the most fitting texture. Upon parameter (wavelength and amplitude) selection, participants 
were provided with a pre-printed model and asked to consider each printing as a 40-minute 
long investment. This procedure is repeated until the designers express satisfaction with their 
results. The second task followed a similar structure to the first task, but participants were 
asked to recreate a texture of the sample Velcro (Figure 8c) material instead. Upon parameter 
selection, the designers received a texture sample as in Figure 3b. In both tasks, only texture 
with vertical spacing was utilized. We additionally modified the graphical interface to 
display a scale bar with a roughness perception value for each texture, as computed during 
the perception study. Upon the completion of both tasks, we interviewed the participants on 
their experience with Texture-Slicer, perception of the design process, and comparison with 
their previous experiences. For quantitative analysis, we recorded each iteration choice and 



18    Archives of Design Research 2024. 05. vol 37. no 2

duration. Interview quotes were gathered to conduct a thematic analysis.

  6. 2. Results and Discussion

Texture-Slicer facilitates iterations and texture modifications
Every participant completed the iteration and evaluation process of each task in under 18 
minutes (time in minutes for Task 1: mean=10:25, SD=3:52; Task 2: mean=6:28, SD=4:51). 
The participants discussed the advantages of Texture-Slicer  over traditional modeling, 
pointing out that the latter is tedious, time-consuming and involves numerous steps, 
especially when implementing alterations (P2, P3, P4). P2 and P5 mentioned that Texture-
Slicer’s parametrization makes it affordable to create a variety of textures. 
Goal-Driven Iterative Strategies
The difference between tasks called the users for varied strategies. 
To complete Task 1, users had to assess texture based on its functional characteristics, which 
could only be examined using a physical prototype. Each participant tested the texture’s anti-
slip qualities using a sample fabric. Participants tend to explore parameters on the spectrum 
provided by Texture-Slicer. We can also observe a difference in the iteration process between 
participants who received a delicate fabric sample and an air mash sample. Participants given 
air mesh gradually increased the parameters, while participants with delicate fabric samples 
changed the parameters back and forth, which might arise from higher consideration 
requirements for a delicate and fragile fabric compared to a sportswear sample. Furthermore, 
we have found that participants generated additional prototypes for validation purposes of 
the texture functionalities. The participants performed multiple iterations, but their final 
design choice was not the result of the last iteration, as indicated in Figure 7A.
However, Task 2 required the recreation of a tactile sensation of a sample. As shown in 
Figure 7b, users were able to settle their results by settling one parameter at a time. The users 
made their iterations by comparing the texture and material sample size: P1 considered the 
wavelength and amplitude ratio, P2 measured Velcro’s sample height, and P6 assessed the 
printed result size. As participants’ final choice is drawn from one of the last two iterations, 
it becomes evident that users iterate to converge the parameter values until the texture’s feel 
is closest. This underscores their focus on specific visual and tactile attributes rather than 
mechanical ones. 

Figure 7 Timeline of task completion for each participant. Task 1 was conducted in groups A) air mesh and B) delicate 

fabric
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Figure 8 User testing final printing results

7. Applications

In this section, we provide a diverse range of functional application examples generated 
with Texture-Slicer. Our goal is to exemplify the spectrum and practical utility of Texture-
Slicer in generating textures holding various surface properties. We want to underscore 
the relevance and versatility of Texture-Slicer while highlighting the ease it brings to the 
prototyping process compared with the traditional texture modeling process, as validated by 
the participants in the user testing phase.

  7. 1. Tactile Properties of Textures

The texture is often used to affect haptic feedback (Torres et al., 2015). For instance, 
we printed camera lens rings with different textures for zoom (3 mm amplitude, 3 mm 
wavelength, no vertical spacing) and focus (5 mm amplitude, 5 mm wavelength, 1 mm 
vertical spacing) controls (Figure 9a). The jagged surface of the zoom ring allows for a secure 
grip, while the rough texture of the focus ring enables more precise adjustments. Combining 
multiple textures within an object can encode tactile information for distinguishing separate 
parts, enabling eyes-free control interfaces (Figure 9a).
Similarly, previous research demonstrates how beverage taste can be inf luenced by the 
texture of the cup surface (Van Rompay et al., 2017, 2018, 2021). For example, a smooth 
surface could make a beverage feel sweeter (like hot chocolate) while increasing roughness 
can enhance bitterness (as in tea or coffee). To simulate this, we printed three cup holders 
with different textures: smooth (0 mm wavelength and amplitude, no vertical spacing), 
scratchy (3 mm wavelength, 4 mm amplitude, 1 mm vertical spacing), and rough (1 mm 
wavelength, 5 mm amplitude, no vertical spacing) (Figure 9b). This shows how various 
perceived textures of different smoothness and roughness can be generated from the same 
underlying surface. This approach could aid research in haptic perception studies presented 
earlier (Van Rompay et al., 2017, 2018, 2021).
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Figure 9 a) camera lens rings with different textures for a distinguishable feel, b) cup holder with three different 

texture patterns which could provide different taste experiences

  7. 2. Mechanical Properties of Textures

 Texture-Slicer's versatility extends beyond providing tactile cues or haptic feedback, enabling 
the addition of mechanical properties to objects. Different combinations of parameter 
settings empower mechanical designs suitable for specific conditions. For instance, textures 
can be utilized to create anti-slip surfaces for cloth hangers and shoe soles.
In one example, hangers with resistive padding were printed to securely hold different fabric 
types (Figure 10a-b). The delicate texture hanger (5 mm wavelength, 1 mm amplitude, no 
vertical spacing) is suitable for lightweight summer clothes, while the sturdy one (1 mm 
wavelength, 2 mm amplitude, no vertical spacing) is ideal for heavy winter jackets. 
Similarly, shoe soles were prototyped with two different texture variations (Figure 10c-d), 
each offering distinct mechanical properties. The shoe sole textures can be applied to design 
anti-slip surfaces for outdoor sports shoes. The smaller amplitude spikes (3 mm wavelength, 
3 mm amplitude) are useful for activities like jogging, while the higher amplitude (3 mm 
wavelength, 5 mm amplitude) provides enhanced grip for more extreme conditions, such as 
walking on icy surfaces.

Figure 10 a) A cloth hanger with less rough texture on its shoulders b) A cloth hanger with more rough texture c) 

Textured shoe sole for active footwear with increased spikes
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8. Limitations and Conclusion

This paper extends prior works on automated texture generators in CAD environments (Jian 
et al., 2008; Suzuki et al., 2018; Zhou et al., 2006) and direct G-code modifications for 3D 
printers (Ou et al., 2016; Sun et al., 2020), contributing to the rapid prototyping of geometries 
with various texture finishing. Decoupling the surface finishing from the actual geometry 
allows users to avoid iterative remodeling whenever the textures are difficult to produce in 
a manual process. Throughout the perception study, this paper shows that Texture-Slicer is 
capable of controlling the roughness level from the two parameters, even on a small surface 
(limited wavelength value), by increasing the amplitude value. Moreover, through user 
testing, we successfully validated that Texture-Slicer introduces positive advancements to 
the texture prototyping process. The insights from participants' interviews affirm the tool’s 
potential to enhance and streamline the texture design workflow.
The main limitation of the Texture-Slicer is the orientation of the texture pattern creation on 
surfaces. As it inherits the layer-by-layer anisotropic fabrication process, it can only generate 
textures in planar directions. Therefore, future work will include developing a Texture-Slicer 
for open-sourced 5-axis printing machines (Hong et al., 2022) to fabricate surface texture in 
any direction. Another limitation is the small sample size (6 participants) of the perception 
study and user testing, and follow-up works will require a larger sample size to increase the 
accuracy of the prediction model. 
In conclusion, Texture-Slicer is a novel approach to 3D printing various textured objects 
without remodeling the geometry itself but computationally modifying the G-code for 3D 
printing machines. It allows users to rapidly generate print-ready files with different textures 
by adjusting three key parameters to control the roughness level of the surface. We believe 
that decoupling the finishing surface from its attached geometry and injecting texture 
patterns on G-code contributes towards the rapid prototyping user experience.
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